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One of the fastest growing areas in the field of education tuday is the

organizacton, or pacing is modified for each individual. Alchouph

ifidividualized instroction comes in many forms (e.g.; personalized systems of

tnstruccton, computer assisted instruction; individually prescribed

instruction, and programmed instruction); all of these forms share the same

basic design. All are basically qequences of 1nStruct10nal units through

The way in which the units of instruction are sequenced and the routing

decisions made are two of the more crucical components of any indiv1dua11?ed

instruction program. While chey have been che c0p1c of con51derable research

components. The purpose of this paper is to propose a new pr0cedure7fcr
developing, evaluating; and implementing routing procedures for use with

individualized instruction programs. Specifically, a model will be proposed

for describing the reiationship between performance on sequentialty arranged

units of instruction, and procedures for using the mode* to evaluate

sequential relationships and for making routing decisions will be discussed.

Then a procedure for estimating the paramECers of the model will be

discussed: Finally,; empirical data will be presented to support the validity

of the modet: Before beginning the discussion of this procedure, however,

some theory abdut the nature of sequential units of instruction will be

presented as a basis for the procedure.

Sequential Units of Instruction-

Underlying Theory

The ba51c assumpt1on underlylng che sequehC1al arrangement ot units of

inscruction is that performance on module 2 requires the prior knowiedge of

the material contained in module ls It might be true that all material in
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the material in module 2 can be mastered, or it may be the case that certain
sections of module ! are prerequisite . for certaii sections of mcdule 2. For

this paper; the former will be assumed to be the case. It will also be

assumed that the tests that measure the skills taught in the modiiles are
unidimensional.

To say chac a sequent1al relationshln exists means that a certain levet

of performance is required on modiule ! (ml) before learning om module 2 (mg)

can begin. Once that level (ci) is achieved, learning on my can begin.

{mprovement above level cj on mj facilitates improvement on my. Once the

mastery level on mj (cj) is achieved, additional learning on mj does not
facilitate learning on my. This relationship is illustrated in Figure

This type of figure is called a nodule characteriStic cutve, or MCC:

For the relacionshlp shown in Figure 1 the vercical ‘axis is che
proportion of examinees passing m,. The horizontal axis is the exuminee's
status {level of achievement) on m. AS can be seen, the relation is

horizontal until che level of achievement on m) desivnaCed by <y is reached:
At that point a linear relationship between status on my and performance on mj
is depicted. When the m; mastery level, c;; is reached; a horizontal relation

is again pre enc, indicacing that further improvement on m1 does not ald

need not be a linear one, and in reality examinees would be expected to fall
in a scatter around the curve shown in Figure 1.

The low end of the ciurve shown in Figure 1 is not at zero, nor is the top
at one. It would be expected that some small porcton of examinees mighc pass
mz even with very little learnlng on m. This would be due to chance or other

féctbré, and would generally be a small proporcion of the total number of

examinees. It would also be expected that some portion of examinees who had

mastered m would fail my, simply because of failure to master the m2 material
not included in mj:

An Tllustration

In order to illustrate the processes described above; simulation data

were generated according to the following process. Item parameters for the

chree—parameter logistic (3PL) model (Birnbaum,; 1968) were selected for two

thirty item modules: Examinee my achtevement levels were randomly selected

3
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1.5. The CI value was set equal to 9 (achievement level) = -1.0; and c; was

qu Mastery of m, was arbitrarily defined as seventeen

correct out of thirty items.
For each examinee, an m; achievement level was selected as follows: If
77777777 than éi; the examinee's My

achievement level (eé) was randomly selected from a normal distribution with a

mean of -1.0; and a standard deviation of 0.5. If 91 > cjs but 61

< 62; 8,
wis randomly selected from a normal distribution with a mean of éi and a

standard deviation of 0.5, If éi > c 0 6, was randomly selected from a normal
distribution with a mean of 0.5 and a standard deviation of 0.5. Table 1
presents a summary of the relationship between 6, and 6,. Using 6, and the
module 2 item parameters, relsporise data were generated for modile 2 according
to the 3PL model for 1000 examinees.

Figure 2 shows a plot of 61 by 67 for the 1000 simulated examinees: As
can be seen, below -1.0 on the Bi scale there is a correlation of about zero
between 61 and eé. Between éi = -t.:0 and éi = 0.5 there 1s a positive
correlation between 91 and 92. Above 87 = 0:5; there is again no correlation
between Hi and 92.
~ Figure 3 shows an empirical MCC for the penerated data. The empirical
MCC was computed by grouping examinees into intervals of thHe ahility Scale on
the basis of 6 . For each interval, the proportion of examinees in that

midpoint. As can be seen
the curve shown in Figure t.

The Model
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on the prerequisite hbdulé;i The torm of the MCC proposed in this paper is the
four—-parameter logistic (#PL) model, which is given by

P (0, k) =<+ (1 - c; - ej) |t + EXP (_Daj (94 ~ bj))J s (1)

where eik
module), Pj(Hik) is thé ﬁtbﬁébility of passing module j given ability 6, éj
is a discrimination parameter associated with module 1, bi is a difficulty
parameter associated with module i, c; is a lower asymptote parameter for
i’, . e: is an upper aAsyriptote narameter

mndule i, ey

= eX. The c: term is used to account for the nonzero probabitity of passing

module j for examinees with very low ability on module i, and the eJ teim

very hlgh abilttv on module ia

Figure 4 shows a 4PL MCC. The a-parameter is related to the slope of the

MCC at the point of inflection; while the b-parameter serves to locate the

point of inflection on the ability scale.

Ysing the Model

Interpreting the Parameters. USing the 4PL model in conjunction with

sequential units of instruction involves estlmatlng and interpreting the

parameters of the model. The slope of the VCCineilndlcated by the a-
A steep

parameter, represents the strength of the sequential relationshin.

slope indicates that small increases tn achievement on the prerequisite module

yield large increases in performance on the subsequent module._ This would be

indicative of a strong sequential reltationship. A relatively flat MCC

indicates that even large increases in achievement on the first module do not

§ield substancial ‘improvement in performance on the sacond module. This would

"""""" i Thus, the a—paramecer serves

module. If che b—parameter for che MCC shown in Figure 4 were increased the
curve would be shifted to the righc.r If ChlS were the case, a greater level
of ability would be required on module 1 to attain the same level of
perform.nce on module 2 as was the case before che curve was shifted. Thus,

Ui
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The c-parameter is a 'pseudo-guessing' parameter. 1t represents the

Drobablllgv of passing module 2 even when little or none of the material of

moduie 1| has been masterved. A large value for c indicatées that much cf the

material of module 2 can be learned without knowledge of the material in

mcdqie 1. Thus, the c—pdrameter 1s dn iﬂdlcanc of the d 9ree to which all of

The e-parameter is a reflection of the facc thaf moiule 2 contalns
instruction and material beyond those in module 1. verfect mastery ogigoduie

| does not guarantee mastery of module 2. That is, module 1 is necessary but

not suff1c1ent for module 2. The _greater the value of é, the more that module

2 requires knowledge beyond what is reguired for uastery of module 1.

The goal of seCC1ng a pass/fall cut score for

module 1 is to minimize the number of examinees failing module 2 and to

minlmxze the number of examinees <tho could have passed module 2 hut are held

back If these two tvpes of errors are considered equally serious, then the
most ObVIOuS procedure for setting a cut score for module 1 is to determine
the level of ability on module 1 for which the predicted probabillcy of
success on module ? is 0.5. Setting equation i equal to N.5 and solving

for B yields

®ln

e ({32 ) o) v )

been obhtained, GC is calculated from (2). Examinees For whom 6 (eétimaced
achievement) > éé considered masters of module 1 and are routed to module 2.

Examinees with 8 < 8é Are cofsidered ronmasters and are rot allowed to proceed

N
.

to module

1teracive procedure based on the Newton—-Raphson approach to solving

sifiultaneous nonltinear equations is employed.
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Criterion Function

The estimation procedure is designed to maximize the criterion function

given by
N :
b= oe o 3, (3)

whete L is the likelihood of the string of observed outcomes (passes and
failures) for a module; N is the number of examinees, “i is the module outcome
(zero for fail, one for pass) for examinee j, and di is 1—?1; Pi is given by

(1) In pract1ce, (3) is maximized by mlnlmlzlng cheigevaCIvi of Eﬁe
1ogar1chm to the base e (natural logarithm) of L. i

That is; E 1is minimized
where

k. -
L = - loge(L) . 8>

Estimation Procedure

partial derivatives of (4), taken wich respect to the 1Cem DarameCers.r If f;
is a column vector of first derivatives, and f" is the matrix of second

derivatives,; then for ‘any set of provisional item pararieter estimates; updated
estimates are obtairied using the following formula:

3ii N .. .
f1+i = fi + l_(_f_") f’“ . 5)

Vhere tl is che vector of item parameter esthates aECer 1teracion i, and f1+1

One problem which is encountered in a procedure 1ike this occurs when the

matrix of second derivatives, given by ff’ is not positive definite: The
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Newton~Raphson procediirz guarantees convergence only when £" is always

positive def1n1te. Whed a mooel such as the 4PL mOdEI,fﬁ,Q§?§, theimatrlx of

second derivatives, evqluated At the prOVIclonal item parameter EQtlmates,

very often is not positive deflnite. Therefore, it is necessary to check t
it should be

for positive definiteness: If it is not positive definite,
forced to be positive definite.
been proposed

'

A nuamber of procedures for doing this have

vork is currently underwav On a program implementing the above estimation

procedure. At this point re§earcn is underway to determine the optinal

procedure for forcxng the matrix of second derivatives to be positive

definite:; Tt iz hoped that a working version of the program will be available
shortly.

Example

In order to 111ustrate the operation of the estlmatlon procedure 1ust

deqcrlbed pplied
the 51mu1ation data yenerated in the previous sectton of this paper and for

which the empirical MCC is shown 1in Figure 3; The true ml achieverment levels

were used as input to the estimation programs

~ Table 2 shows the item parameter estimates which resulted from_the  _
appilcatlon of the 4PL eetiaAtibﬁ‘bfdéfaﬁ ta the Siﬁﬁlation data. Figuré-s

seen,
description of the observed data.

Fvidence for the validity of the Model

Method

For the purposes of acquiring evidence to either support or discredit the
4P1. model and the MCC concept, real response data were collected for a two-—
part arithmetic test. It was hypothesized that the two parts of tie test were
such that the skills requ1red for performance on the first part would be

,,,,,, Using these two parts as
modules, emp1rica1 MCCs were plotted for various pass/fail cutoffs on the

second modile. These plots Were theniegaminedias evidence of the usefulness

of the 4PL model for use with tnese data. Details of the process follow.

Data. The test used for these analyses was the Numerical Skills subtest

of the Career Placement Program (CPP) test (The American College Testing

Program, 1983). Thn first part of the test module 1 is comDrised of o

cholce word probleme that requ1re ar1thmet1c computar1on skills and problem—
Response data for these items were collected foc 3768 cases

solving skllls.

Since there is ro already determined pass/fa11 cutoffs for the 9?277777

subtests the analyses performed in this stage of the research were repeated
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for a number of different cutoffs for modute 2; so as to avoid any

7iﬁitalizatton on chance from the cutoff selection: lising a glven ‘pass/fail

cutofffforigoduie 2. These 0, 1 data,
were the input for these anaiiéeé.

estimates from module 1,

Ability Estimation: The achievement level estimates on module 1 for the
examinees were ohtained through the application of the 3PL model to the
The LOCIQT éétiﬁation ﬁragfaﬁ

examinees' response data for module 1.
{Wingersky,; Barton; and Lord,

3PL model.

77Piotting NéCé.f The 1nit1al step in these analyses was the d1v151on of the
aChiéVéhént écalé into a number of narrow 1ntervals (0 1 width) anmlnees

achlevement level estlmates. For a given module 2 Dass/fa;l cutoff the
2 was computed.

proportion of examinees within each 1nterva1 passing module 2 compu
For each nodule 2 Cutoff the proportlons passing module 2 were plotted

aga;netitheigntervalrmIdpoInts, thus formrng an empiricalily derived MCC.
Ad1acent intervals were collapsed to assure an interval sample size of at
to assess the reasonahleness of the 4PL

least ten.: These MCCs were ex:mined

model for describing the form of the resulting curve.

Results

Figureb 6 through 17 show the emplrlcal MCCs obta1ned for the CPP data
for pass/fail cutoffs on module 2 of three throuOh nine torrect out of thHe
thirteen items, respectively. Table 3 shows the,ohtalned proportions DaSblng
plotted in Figures 6 through 12, Table. 3 also shows the numbers of examinees
in the different intervals.

""" Also for several of the plots, there appears to be a non-

unity upper asymptote. It is, however, diffirule to discern a lower asymptote

in these plots. Of course, a lower asymp-.ote of zero is z special case of the

APL modei. It may eventualiy be fruitful to drop the lower asymptote,; but as

t2: As the. DaSS/fali cutoff score on module 2 increases; of course; fewer
examlnees of low achievement level on module 1 pass module_ 2. If the material
"""" of module 1 material, glearly requiring
more module 7 mater1al for oa§Sing will require more module 1 material.
As the module 2 Dass/fall cutoff 1ncreases, thé upper asymptote of the
7777777 This is an indication that
coleete knowledge of module 1 is not qufchient for gudrdrteed siiccess on

module 2. Another way of saving this is that wgrdioroblems require more

knowledge than:simply mastering arithmetic operatious.

The patterns evident in these figures sugyest that, if- module 2 were

still easisr to pass than was the case with the pass/fail score of 3, there
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would be a nonzero lower asymptote to the NMCC. Unfortunately,; for this
particiular test lower cutoffs yielded an almost flat MCC near unity. Almost
all eyvaminees got at least two items correct on module 2, regardless of their

modate t abitity:

Whiie this research project is still incompleteé, it has yielded

encouraging results. A theory relating performance on sequentially arranged.
units of instruction was derived; and a model for describing that relationship
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Appendix

Derivatives of the MNegative of the Natural

The negative of the natural logarithm of the criterion Function; denoted
% : S
bv L, was given by (4). The vector of first derivatives with respect to the
ttem parameters; denoted by £° , i5 given by

i— —-—

!

g

P, = ey, = P)
— ]

1
>
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D é—(ej - B P—j Q% [T + Exp (‘(])T

e

-pa f —L o 1 J
i=1 P 0111 + EXP (X{TT

u; - P;
i oi
P, Oikl + EXP (ijT

I M2

j 1
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where Py o= P5(6;); 0 = 1 - Py; x; = ﬁa(éq: - b), and the remaining terms are

as defined for (1). THe matrix of second derivatives, denoted by i, is given
by
2. e, w2 e
92¢ L daadb L dadc L Jade L
52 32 52 )
— . * - - % *
ab< L dboc L dbde L
i.. - ¢
Bz 32 i
3c? L dcde L
32
%
el L

The matrix is symmetric. The individual terms in the matrix are given by:

Ou.c - biZQé = P e FXP(x )(u - p))
i

42 N :
Eif % = -p2  F (9 5)2 (p ey —1 - 31

9a L* = b 2(61 - b) (P_i - C) P.Z Q'd [1 + EXP (X )J ’

j=1 i

2 N p.2q, - + P.e EXP ; — P
éé% . % = D%a? § (P, - o) — %~ ey " e x; )(u4————+z :

ab“ L j=1 J PJZQA L1+EP(X ) |4 ’

5 = 2p. 2

82 Ig . uJ 2Pi u + P

3c? & 551 B2 O 7TU+ EXP (3 )7

32 N éiz - éﬁj ug +ou

— - ; = — v S— - - - '"7Tl '

d%e? L jfl XP(2x ) sz Qizfi + EXP(Xj)J‘ ’

13




13

(

32 N x. [0ieu; - P20, = P e EXP(x)(uy. - D)
B %D I (P - ) VS B IS, T, R S S
daob L i P20 ¢ [t + EXP (x, )|

i=1 i o3 j g
u; - P;
Fo—- - it
P. Q,[1 + EXP (x, ’
5 Ol (x)]

9 N P.O.u; - Q:cu; + P.e EXP (x.) VU; - P
————82 % = D i (é - b) :’FQ}*'I Qﬂz 1 5 3 _ ((.1))(21 fl) :
dadc b . j P.4 0. [l + EXP (x,

j=1 iT Y [ ] ]

») N P.2 - P.2c =P, %, = 0.cu. + P.cu.
97 * = -D I (8, —b) EXP(x.) — —J-- i s Rt NN
dade L R j P.2 0.4 [1 + EXP (x,)]%

j=1 i3 - 3

2 N P, Quu, - 0,cu; + P,e EXP (x,)(u, - P,)

LR T R S I D (x)(my i
abdc L L P.2 0:% [1 + EXP (x;)]? ’

j= h N i

32 B N ﬁiz - Eizui - P, 2% ¥ P%CU1 - Q.cu
— * = S S =T = <3
abde L Pa iEIEXP (x4) PZ 0.7 [T+ EXP (x.)]7 ; and

N P.2 + bu, + Qu,

32 _ A i j3 ] J

- % = -~ £ EXP (s —— e .
dbde L =1 EAP (Yj) de Qj‘ [1 + EXP ij)IZ
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Summary of Relationship Between éi and 8
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Table 1

o

e1 %
Ul > ci 82~ N(=1.0; 0.5)
ey < ei < 62~ N(Si, 0.5)
Cg < 61 62~ N(0.5, 0.5)
Table 2

Item Parameter Estimates
for Simutated 4PL Data

Parafieter Estimate
a 1.175
b “0'160
T 0.021
e 0.076
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Table 3

Samp'= Sizes and Proportions Passing

for Fach Achievement Interval on hl

Sample Cutoff o Mé

Interval o j ] -
Size 3 ' 5 3 9

PN
o
~
»

0:6000 0000  0.000  0.000  0.000
0.000 0000  0.000  0.000 0.000
0.057  0.000  0.000 0.000 0.000
0.000  0.000  0.0U0
0.100  0.:000  0.000 0.000 0.000
0.25¢ 0.000  0.000 0:000 0.000  0.000
13 0.231 " 0 0.000  0.000  0.000 0:000 0:000
26 0:423  0.192  0.038  0.006 0:000 0.000 0.000
34 0.382  0.265 0.088 0.059 0.:029 0.000  0.000
, 29 0:.414 0,207 0.103  0.069 0.034 0.000  0:000
11 34 0:294  0.118  0.000 0.000 0.000 0:000  0.000
12 32 0:375  0:250 0.094 0.063 0.031 0.031 0.000
13 43 0.558  0:395  0.186 0.047 0.047 0.023 0:000
14 60 0.400 0:200  0:150  0.067 0.000 0.000 0.000
15 59 0.525 0:305 0:119  0.051  0.017 0.000 0.600
16 65 0.631  0.477  0:323  0.185 0.092 0.046 9.015
17 70 0.471  0.300 0.200 0.157 0.043 0.029 0.029
18 87 0.655 0.414 0.195 0:103 0.069 0.03% 0.023
19 89 0.517  0.360 0.169 0.090 0.022 0:011 0.011
20 71 0.606  0.479  0.296 0.155 0.113 0.056 r.000
21 79 0.684  0.519  0.329 0.177 0:1t4 0.025 0.025
22 101 0:653  0.465 0.317 0.228 0:0839 0.050 0.030
23 89 0.629  0:416  0.326 0.213 0112 0:045 0.000
24 103 0.709 0.583 0.398 0.223 0.097 0.068 0.029
25 114 0-789  0:605 0.456 0.333 0.211 0.149 0:061
26 99 0.808  0.737  0:657 0.444  0.323  0.192  0.09]
27 143 0.790  0:657  0:497  0.371 0.259 0.126
28 112 0.777  0:625  0.545 0.438 0.277 0.161 0.116
29 122 0.820  0.730  0.590 0:467 0.320 074
30 120 0.800  0.717  0:667 0.517 0.350 0.250 0.208
31 - 155 0.845 0.742 0.671 0:.606 0.445 0.368 0.297
32 116 0.914  0.767 0.724 0.612 0.431 0.293 0.181
33 102 0.91 0.833  0.775 0.667 0:598 0.431 0.343
34 112 0.88 ) ' 339
35 142 0.92
36 78 0.94
37 49 0.837
38 72 0.889 0

39 54 0.963 0.889 30 0.444  0.37
40 129 0.938 0.899 0.845 0:752 0.705 0.636 0.49%
41 122 0:918  0.869 0.697 0.5 41
42 82 0.951  0.878 0.780 0.:659 0.524 0.488 0.488
43 20 1000 0.900  0.850 0.700 0:550  0:500  0.400
44 29 1:000 1,000  1.000 0.966 0.R28 <690 . 0.552

11 0.091

.
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Figure 1
Theoretical Relationship
between Performance on Two Modules
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Figure 2

Relationship between Achievement Leveis

on Modules 1 and 2
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Empirical MCC for Generated Data
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A Latent Trait Model for Use with Sequentially
Arranged Units of Instruction

Abstract

research efforts directed toward their further development.









